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Output

Atmosphere/land:
• Multiple output streams with different output frequency successfully implemented
• Problem: accumulated variables highest output frequency, substantial slowdown of model performance → for

entire period 1950-2050, highest output frequency 6-hourly

WP9: Output MPI-ESM1.2
PRIMAVERA GA 2016

entire period 1950-2050, highest output frequency 6-hourly
• 3-hourly and higher output frequency for WP10/11 variables (in addition to 6-hourly) can be provided for 10-year

time slice (period?)

Ocean/sea ice:
• CMIP6 ocean and sea ice diagnostics still to be done

Post-processing

• So far only atmosphere/land
• Post-processing tested successfully
• First test of CMORization (using CMIP5 tables) successful



�FESOM has been modified to output most CMOR datasets directly

�additional CMOR datasets via postprocessing of FESOM output 

(e.g. ocean_meridional_overturning_mass_streamfunction)

�ECHAM CMOR output as developed at MPI

AWI-CM approach to output, post processing, 

JASMIN storage, HPC

Remark: last output parameter wish list circulated only a few weeks ago

1)FESOM meshes will be uploaded to JASMIN

2)datasets will be uploaded to JASMIN without mesh information to save bandwith

3)mesh information will be applied to the datasets directly on JASMIN

HPC plan:
flagship simulations: DKRZ mistral
frontier simulations: PRACE: Curie





Met Office activity

Matthew Mizielinski led WP9 until this month (Nov 2016) 
supported by Ag Stephens (STFC). Jon Seddon joined in 
(July 2016). During the first year we have:

• Arranged the provision of storage space on JASMIN, the 
wiki, mailing lists and the public web site [Matt, Ag]

• Written the Data Management Plan [Ag, Matt] and 
constructed a Data Management Tool to handle the data 
arriving to and being processed on JASMIN [Jon, Ag]arriving to and being processed on JASMIN [Jon, Ag]

• Created extensive documentation about run lengths and 
resources needed (HPC plan) for Stream 1 simulations [Matt]

• Integrated requests for data with the CMIP6 data request for 
HighResMIP, the massive data/variable document, and 
interfaced with other WPs (especially WP10/WP11) [Matt]

• Provided documentation (and training videos) on how to use 
JASMIN [Matt, Ag, STFC people]

• Investigated updates to the conversion tools already in place 
at the Met Office (to CMIP6 standard)[Jon]


